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The European Integrated System for Ocean Monitoring and Forecasting

Introduction

This section provides an overall description of the European Integrated System for Ocean Monitoring and Forecasting as achieved or defined in the frame of European Community GMES projects, such as MERSEA, ECOOP or upcoming MyOcean. 

These projects led to a first system definition for an integrated European capacity for ocean monitoring and forecasting compliant with existing organizations and international & European standards, efficient for an innovative and operational service, and easy to implement under the GMES schedule. The partners have approached the question through different angles (functional architecture vs physical implementation, functional needs vs technical solutions, providers vs users, external interfaces vs internal modularity ...) and brought to the project a wide spectrum of experience. 

Operational oceanography has been growing very fast in all the different fields (data processing, model development, real-time operations, scientific assessment ...) thanks to a systematic and fast sharing of information between the different teams involved at international level. The “system of systems” approach which was used as a guideline to build this European capacity required a particular focus on information management and shared protocols and policies in order to hide the underlying distribution and heterogeneity of the interconnected systems and partners.

The goal of this overview is to facilitate the dissemination of European ideas and achievements towards the Chinese teams confronted to (or interested by) this operational oceanography architecture challenge. It is quite extensive, based mostly on existing outcomes of MERSEA project, in order to give to our Chinese partners a detailed picture of what was done to face the challenge of building a shared operation capacity and make easier the process of identifying and inter-comparing pre-existent elements and practices in China, or possible gaps, and bridging over the existing discrepancies toward a shared understanding and respective interoperable and complementary capacities.

The GMES Context and the International link 

The GMES European program provides today a clear framework for the development of operational oceanography in Europe, with priorities and guidelines for the teams involved. Priorities are related to fast-track implementation of the more mature services for the benefit of downstream users, whereas guidelines focus on interoperability and system modularity to ensure a progressive and sustainable development of the overall GMES system infrastructure. 

In October 2005, the Marine Core Service (MCS) workshop organized in Brussels by the European Commission has confirmed the priority given to the Marine fast-track in the GMES implementation phase and the real need for short-term transition of the existing capacity into a pan-European and operational global-to-regional ocean monitoring and forecasting capacity. The MERSEA Integrated Project was funded and committed to provide a first version of the core system.

Meanwhile, international links have been fostered through “Earth Observation” (GEO), Ocean & Meteorology (JCOMM), ocean monitoring and forecasting (GODAE), in-situ network programs (ARGO) and various other international initiatives and programs. The communities gathered through these different channels build together the international standards that contribute directly to the high-level interoperability of the different systems. They contribute to the long-term integration of the GMES marine core service into a worldwide system of systems. 

In late 2006, the GMES Implementation Group has published the Strategic Implementation Plan for the GMES Marine Core Service (Ryder & al) which provides the overall specification of the marine service required by GMES stakeholders for the operational phase. The work conducted in MERSEA, and gathered in this report, is a direct contribution to the detailed definition of the MCS system of systems, and its extensive implementation in the coming three years.  

The Challenges

The challenges identified in the definition work of the European Integrated System for Ocean Monitoring and Forecasting (which first version was implemented through MERSEA) could be summarized as follows:

The Integrated System has to be clearly seen as “one single system”: one should be able to say without hesitation if one given component (e.g. a data centre) is one component of the system itself (one internal element of the system of systems), or out of the scope, external to the system and interfaced with it; this system is only one node of a complex multi-thematic inter-national network of inter-connected systems, but it has to identify clearly and define this specific node.

Access to the Integrated System service has to be simple for the users: users should find first hints of simplification showing progress towards a pan-European MCS (Marine Core Service) service; access to the ocean information produced in many different places in Europe has to be simplified through an user desk; the overall services provided to the users should be clearly defined and explained, and independent from the physical architecture of the system or the operators in charge;   

The Integrated System internal architecture has to be modular and evolutive, and organized as a “system of systems”: we know that the Marine Core Service will be based at first stage on the inter-connection and normalization of existing components of ocean monitoring and forecasting capacity (e.g. data centres or modelling centres) and that this system of systems will need to evolve through regular improvements of its elementary bricks as well as through the addition of new components when mature and necessary. The architecture has to offer this “system of systems” internal organization.

The Integrated system must be compliant with European and international standards: transition to the operational phase will demand a standardization of interfaces, data flows, procedures... between the different teams involved, as well as efficient links with European GMES and international GEO components required to run the system (e.g. databases from space agencies).

The Integrated System should be based on state-of-the-art technical solutions:  the definition team has to find a good balance between the choice of mature well-assessed solutions for the short-term and innovative promising solutions for the following step. The MCS system will be a complex and demanding system with permanent scientific and technological challenges to face. Innovation has to be possible and encouraged, to support operational processes.

Overview of MERSEA integrated system 

The objective of this chapter is to give an overview of the MERSEA Integrated System concept, architecture and services which is the first version of European Operational Oceanography component. Further details and technical matters are given in the next chapter.

Mersea Integrated system concept

Role and concept

The role of MERSEA Integrated System is to provide a high resolution 4D depiction of ocean state on global ocean and major European seas, on a pre- operational basis.

It is one component of the GEOSS “System of Systems”, interfaced with other GMES components either for using their outputs (other components are then providers for MERSEA) or for delivering MERSEA outputs (other components are then users of MERSEA).
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Figure 1: The MERSEA Integrated System (Ocean Forecasting) is one component of 
the GEOSS “System of Systems”.

MERSEA Integrated System overview

MERSEA Integrated System overview is illustrated on the next figure. Its input/output are the following:

As input, it is served by upstream observation systems:

The “Ocean observation systems” (satellite and in situ) are the observing systems themselves, i.e. the satellites and in situ systems and their operation centres providing raw data as inputs to the MERSEA System. But all the data processing and validation chain providing ocean “observations” to MERSEA models, validation tools, etc., are also considered to be inside the system. 

The “Numerical prediction centres” (weather and ocean) are the modelling and assimilation centres providing atmospheric or ocean model data to the MERSEA system.

 As output, the MERSEA Integrated System provides the high resolution 4D depiction of ocean state. This output is generic and is disseminated to intermediate users (downstream systems). We can consider here two types of downstream components which use the MERSEA Integrated System outputs:

User service providers that are directly linked to the end-users: they are customizing the MERSEA Integrated System information to answer one specific end-user need (example: oil spill drift forecast).

Other GEOSS systems in charge of another Earth monitoring component (e.g. seasonal forecasting, coastal management ...): they are producing information that could be far different from the MERSEA one, and thus addressing a different family of users, but they need MERSEA information as an input of their system.
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Figure 2: The MERSEA “system of systems” and its environment in the GMES overall organization 
(as presented in the GMES MCS Implementation Group report by P.Ryder & al). The MERSEA
 system is the background system for the Marine Core Service provision.

MERSEA Targeted marine applications and categories of users

The targeted marine applications gather a wide range of users that require different ocean products from MERSEA. But, regarding their technical interface with the MERSEA Integrated System (i.e. the way these users are using the System), they can be classified into a small number of “uses” categories needed to define “how” the MERSEA Integrated System is used. Uses of the MERSEA Integrated System have thus been classified into 5 categories, each category grouping users sharing similar needs:

Category 1: “Privileged use”: they need exchanging data and/or products and/or services on a routine mode. This is mainly done via computer-to-computer link, with no human intervention and the guarantee of high level availability & quality of service.

Category 2: “Standard use”: they, on request, access products routinely produced by MERSEA integrated system (standard products); they need tools to search among registered (qualified) products and easily identified/find needed products, to select/ extract/ access useful (limited) information.


Category 3: “Public use”: General Public with aim for education and public outreach. They want ‘front/demonstration’ window for operational oceanography.

Category 4: “Specific use”: these users (e.g. research labs) request specific products, i.e. Products which are not available online or though registered distribution mean, or not routinely produced and qualified;. They can be served via human intervention.  We just mention here this “specific use” category, but they have not been considered in MERSEA Integrated System implementation.

Category 5: “Operations” (system management): All users involved in the MERSEA system monitoring and supervision. They need monitoring functions and results, serve general information and provide visibility on existing systems.
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Figure 3 : The five categories of uses of the MERSEA Integrated System.

MERSEA Integrated System 

MERSEA Integrated System major components and its mission

The MERSEA Integrated System is composed of different components, developed and operated in different places, but inter-connected to form an integrated capacity: the MERSEA Integrated System is itself a Pan-European “system of systems”. Eight major components have been identified for MERSEA system (see next figure). Three components manage the observation data for remote sensing, in-situ and forcing fields raw data that they quality control and assemble into an integrated dataset. The system is also composed of five for model data (Global, North-East Atlantic, Mediterranean, Artic and Baltic). These five components take the observation datasets as input and assimilate them in order to provide ocean state and forecast. 

Observation centers are named TAC (Thematic Assembly Centre) while the model centers are named MFC (Monitoring and Forecasting Centre)
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Figure 4: Eight Major Components of the MERSEA Integrated System.

TACs and MFCs may or may not have physical implementation and may consist of a collection of services distributed among provider’s physical systems. However, it is under TAC or MFC responsibility to define, describe and insure that necessary services are implemented. In other words, TACs and MFCs are delegation mechanisms to thematic communities to organize the MERSEA services they have to operate. Doing so, TAC and MFCs are in charge of:

Federating services embedded in this center, checking those services are consistent and not redundant,

Describing services and products,

Operating services in a common way (automatic delivery, sub-setting facilities, standard dissemination services,

Product assessment in a common way,

Monitoring services and reporting at MERSEA level. 

Observation Thematic Assembly Centres

MERSEA Remote Sensing Observation TAC

Ocean observations from space provide long-term, high resolution and global coverage of major sea surface parameters, which are key input for forecasting systems. Satellite data are essential to constrain ocean models and are used for assimilation, forcing and validation. MERSEA Remote Sensing Observation TAC provides standardized and interoperable satellite datasets for operational applications: 

Satellite altimetry measures sea surface heights; it allows to chart the topography of the ocean surface, and help to monitor and further understand many ocean phenomena, high and low-amplitude phenomena, seasonal ocean variations, surface currents, ocean tides.

Sea Surface Temperature (SST) is one of the most basic yet important oceanographic parameters, which quantify exchanges between ocean and atmosphere. Knowledge of SST distribution all over the globe is possible thanks to satellite measurements.  

Ocean color data, i.e. chlorophyll and primary production information, provide unique and important information on the biological state of marine waters, thus representing within MERSEA an essential element to assess environmental issues and to foster sustainable exploitation of the marine resources.

Sea ice monitoring and forecasting is an essential part of operational oceanography at high latitudes. Satellite data are important both in near real time monitoring and forecasting of sea ice, supporting navigation, fisheries, offshore operations, as well as for climate monitoring. Data available at MERSEA level are: Sea Ice Concentration, Sea Ice Edge, Sea Ice Type.

MERSEA In-situ Observation TAC

Any ocean forecasting system is critically dependent upon in-situ ocean data; direct observations from the interior of the ocean are essential for direct assimilation into models, validation of the analyses and development of techniques for making best use of the satellite data. 

MERSEA In-situ Observation TAC aggregates data coming from existing operational systems like Volunteer Observing Ship lines, pre-operational systems/projects like ARGO, GOSUD, OceanSITES, and other existing observing system elements like autonomous platforms such as gliders collecting biogeochemical data and routine observations from research vessels.  

MERSEA Forcing Fields Observation TAC

Numerical Weather Prediction (NWP) outputs are necessary to run prognostic ocean models in a forced mode in near real-time. NWP global and regional systems are operated routinely in near real-time and are available internally within the MERSEA system.   

Model Monitoring and Forecasting Centres

The MERSEA Integrated System is implemented to cover the Global ocean and the European seas. Five areas are thus considered in the definition of the system:  Global Ocean, North East Atlantic, Mediterranean Sea, Arctic and Baltic sea. Each MFC is in charge of a production component related to its specific area and has the responsibility to yield the best possible model data for it. Different models can be run to cover the entire area, and one model can cover a wider domain that the area considered. 

Models MFC have to provide current state and forecast of the ocean for the area they are responsible for. Main characteristics of the MFC are given in the next table. 

	MFC
	Resolution
	Update
	Vertical coverage

	Global
	1/4 degree.
	Weekly
	From 0 to -4000 meters

	North East Atlantic
	1/8 degree
	Daily
	From 0 to -3000 meter

	Mediterranean Sea
	1/16 degree
	Daily
	From 0 to -1000 meters

	Arctic
	12,5 km
	Weekly
	From 0 to -4000 meters

	Baltic
	6 nm.
	Daily
	From 0 to -175 meters


Table 1: Main characteristics of the MFC

MERSEA Information Management (MIM)

MERSEA Information Management (MIM) is mainly glue between the TAcs and MFCs that facilitates the system federation. It implements a portal which is the main entry point for users interested by MERSEA data, products and services. The MIM allows product catalogue/inventory and services directory browsing as well as centralized visualisation of the products and their assessment reports. It also performs the system monitoring, a user management and a service acting as a relay for data queries towards the connected TAcs and MFCs services (which can also be accessed directly with observation/model providers own facilities). 

See: http://www.mersea.eu.org/Information/MerseaInformationSystem.html
MERSEA Services 

The MERSEA overall service provides a high resolution 4D depiction of ocean state on global ocean and major European seas, on an operational basis, including full expertise and assessment indices.

A service is provided to an external user. It defines the interaction between the MERSEA Integrated System and the external world where one can find the users. This is the « users » world. The users should be able to search for spatial data sets and services (discovery), to display data and any relevant content of meta-data (view) and to access spatial data sets or subsets (download).

In order to provide these services, functions have been defined, internal to the MERSEA system.  This is the « system operators » world. These functions describe how the system is activated and what has to be done by the different system components (MIM, TACs and MFCs) and their operators to ensure that the overall service is provided (data management, production, monitoring, and quality). Moreover they allow handling users.
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Figure 5: Eight Major Components of the MERSEA Integrated System.

Implementation status within MERSEA project

The first level services (discovery and viewing) and functions (production, data management) are implemented as reliable operational applications and they fulfil the requirements for public and system management and privileged use.

The others services and functions are not fully implemented within the integrated system as operational. They rely on demonstration tools (discovery for programmatic access, download, and user desk) or they rely on resources that are only provided for the time of the project (monitoring, quality).

Technical services 

A system based on standards 

European context, INSPIRE

INSPIRE aims at establishing an overall Infrastructure for Spatial Information in the European Community.

MERSEA system, as a GMES component, manages and provides spatial information for the European community. Therefore its information system has to be compliant with the INSPIRE directive. 

The MERSEA has been designed since springtime 2005. Although the INSPIRE directive only entered into force on the 15th May 2007, the MERSEA information system has been built according to INSPIRE requirements.

As such, the MERSEA information system is an open system which aims at providing standard interfaces for the main services categories which are: discovery, viewing, downloading.

Moreover, the MERSEA system has pan-European objectives and then has to rely on   infrastructures that are scattered in different member states. These infrastructures have been organized as TAC/MFC (Cf. 1.2.2). The MERSEA information system has been deeply structured so that, first, this distributed infrastructures works as one and then, the external users can request this system of systems through seamless federated interfaces. 

The Service Oriented Architecture (SOA) is dedicated to distributed computing and to improving the system's modularity. The SOA aims at building applications out of distributed technical (e.g. web-) services. 

This SOA has been chosen so that the INSPIRE directive, the infrastructure distribution and the system federation requirements are fulfilled by the MERSEA system of systems.

Service oriented architecture

The overall MERSEA information system has been designed with a Service Oriented Architecture (SOA). This information system strongly relies on standard low level interfaces dedicated to metadata, images and data access. In the MERSEA system architecture and in the present document these services are called back-end services.

The architecture does not strictly implement standard web services (e.g. using SOAP protocol) but pragmatically uses web interfaces (protocols and formats) that are widespread in the ocean community and easy to set up.

On top of the back-end services, the front-end services are user-oriented services, which provide overall seamless services relying on the distributed back-end services. These services are discovery, viewing, download of dataset, monitoring and quality assessment of the system.

The front-end services implement the required external services and the monitoring and quality internal functions (Cf. table 3).

	
	
	External services
	Internal functions

	
	
	DISCOVERY
	VIEW
	ACCESS /DOWNLOAD
	MONITORING
	QUALITY

	Front- end services
	DISCOVERY
	X
	
	
	
	

	
	VIEWING
	
	X
	
	
	

	
	DOWNLOAD
	
	
	X
	
	

	
	MONITORING
	
	
	
	X
	

	
	QUALITY
	
	
	
	
	X


Table 3: front-end services versus external services

The back-end services usually implement required internal functions or support front-end services.

The required production function is completely distributed and operated on behalf of data provider or forecasting centre. As such, the production function is not supported by any back-end service.

The main reasons why a user should use MERSEA integrated back-end services instead of dedicated services are:

· The service is delivered in a standard way then, depending on its needs, the user can easily switch from one data provider to another data provider within the MERSEA system.

· The integrated back-end services are intended to be operational, as such, service level agreements (SLA) are agreed between the service operators and MERSEA Information Management (on behalf of users) and the services are monitored by the MERSEA Information Management.

Who operates the services?

As seen before, the MERSEA system is composed of observations (TAC) and monitoring and forecasting centres (MFC). An overall component called MIM (for MERSEA Information Management) is also considered. This latest component is intended to complete the MERSEA system federation.

The back-end services are provided by the TAC/MFC as a distributed, but homogeneous, interface layer for local data repositories, data access inventory, downloads access, viewing access, user management.

The front-end services are provided by the MERSEA Information Management. 
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Figure 6 : overall technical architecture: back end and front end services

Security and data access issues

Even though no strong common data policy has been agreed among data providers, a few security and data access rules have been agreed:

Metadata and images provided in the MERSEA framework are free.

Data access may be restricted.

When a user needs restricted data, he must register once (instead of separately asking authorization to each data provider), and log in once as well for a data request session (instead of using different access codes for each dataset he needs).

When data access is restricted, the data provider must be able to allow/restrict access on its own.

To fulfil these requirements, a few functions must be implemented in the MERSEA Information system :

A user directory.

A registration service, so that a user can be registered from the system and get authorization from data providers.

A single sign on solution :

An authentication service, so that any service operator can check the user identity from a authentication authority (part of a single sign on solution).

An authentication filter applied on restricted services : it rejects users that are not properly authenticated  (part of a single sign on solution). 

An authorization filter applied on restricted services : it rejects users that are not authorized for a service.

Client application, which can request MERSEA, restricted services and manage MERSEA authentication system (data access software).
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Figure 7 : single sign on (authentication) and restriction functions.

 Back end services 

Introduction

In order to build, from the distributed data centres (observation data centres or monitoring and forecasting centres), a federated system of systems, a few low level standards have been agreed between partners. These implementations of standards provide low-level homogeneous interfaces for the overall system. These standards deal with : metadata, local data repositories (data files), download interface and viewing interface.

Moreover, software has been recommended for the implementation of applications compliant with these standards (as servers, sometimes as clients). The MIM provides support for these software products.

 Local data repositories

The first basic standard is for dataset repository (data files).

NetCDF is the de facto standard for ocean dataset format. It is an array-oriented binary portable file format. Many libraries are available for reading or writing netCDF files (ferret, matlab, IDL, R, python, java, C/C++, fortran...).

In order to standardize the use of the netCDF file format for atmosphere and ocean datasets, the convention CF (which extended the COARDS convention) has been proposed by the community. This convention has been agreed as a standard for datasets repository within the MERSEA system.

Download interface

OPeNDAP (previously known as DODS) is the standard interface for downloading datasets.

This protocol is dedicated to scientific datasets dissemination and is widely used in the Ocean community. As the NetCDF format and CF convention, the OPeNDAP protocol has been greatly promoted in the European operational oceanography community during the MERSEA strand 1 project.

The OPeNDAP protocol enables data subsetting on remote datasets through the web. Many libraries are available for OPeNDAP interface connection (ferret, matlab, IDL, python, java, C/C++...). Many of the server’s implementations (sometimes with value-added functions, as dataset virtualization) provide support for NetCDF/CF files dissemination.

Compared to the newly published OGC equivalent for gridded data transfer (WCS), the OPeNDAP protocol is more widely common in oceanography science teams and then easier to manage with the usual oceanography tools.

Moreover, the OPeNDAP protocol (as a discipline-neutral protocol) can be used for gridded datasets (using CF convention) or in-situ observation datasets (using DAPPER convention).

Metadata standard

Product description

The agreed standard for product description is ISO 19115, which is the official standard for geo-referenced datasets metadata.

The metadata XML schema that has already been used with the SeaSearch/Seadatanet European project for Ocean data management has been applied for MERSEA products.

The purpose of this standard is the exchange of the product descriptions and the publication of a MERSEA product catalogue.

A basic interface for product metadata search has been set up. Even if this interface does not implement any official standard (which were not mature enough for our purpose), it is an open interoperable back-end service for getting ISO19115 metadata on products according to simple criteria on these products (geographical coverage, time window, available variables...).
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Figure 8 : ISO 19115 interoperability layer

Data access description

The agreed standard for dataset access inventory is THREDDS. This standard has been previously associated with the data server developed by UNIDATA, but it is now implemented by different data servers (Hyrax, TDS,). In specific cases, the THREDDS interface can be provided by a simple static XML file disseminated through HTTP thanks to a web server.

The common java netCDF API implements the client interface for the THREDDS format.

In order to fulfil the interoperability between the data provider within MERSEA system, a few specific convention on THREDDS usage have been agreed between partners.

The THREDDS interface provides a hierarchical description of each dataset. Datasets can be thematically grouped (as organization-datasets). Products are represented as datasets as well (product-datasets) and, depending on how a product is made available (e.g. depending on time or geographical or variables subsets), different views of a product may be described (view-datasets).

For each dataset a small amount of metadata is required (spatial-temporal parameters, variables). Every URL for data download access is listed there. Finally a cross reference is provided between the product-dataset from THREDDS inventory and product description from the catalogue (Cf.4.4.1).

The THREDDS XML format can be automatically parsed and its content can be used for different publication purpose. It can be used for automatic search as well.

Viewing interface

The OGC/WMS standard web service has been agreed so that data providers disseminate dynamic quicklooks of their datasets. OGC/WMS enable a very quick and dynamic (e.g. time / depth level, geographical zoom, colour map) access to quicklooks of the datasets.

The problem for implementing native WMS services that disseminate netCDF datasets is that, 4D datasets (e.g. time x latitude x longitude x depth) datasets are not commonly supported by the usual OGC servers (e.g. Mapserver, Geoserver
).

However a specific development has been provided by NERC for such purpose (godiva2). This server, called godiva2, has been used for OGC/WMS service implementation in MERSEA. It supports netCDF file format and OPeNDAP interface as inputs. 

For that reason, data providers may not implement it as a native service yet. Thanks to the godiva2 server, this service has been mostly implemented as an interface layer on top of OPeNDAP interfaces.

The front end services
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Figure 9 : The mersea Services

Data Discovery 

In MERSEA usage, a product is the set of datasets that are produced by a processing chain, which adds significant value to the datasets used as inputs (so that it is worth to have documentation, references, quality assessment ... on it). The set of datasets produced by a compilation or quality assessment on data, numerical model for analysis and forecast are products, but, e.g. a dataset that is a simple subset of another dataset is not a product itself. In MERSEA usage, the different datasets produced and disseminated as subsets of a product are called 'view-dataset'.

The discovery service provides two levels of metadata for the MERSEA datasets. The first level of metadata stands for general information on ocean products, while the second metadata level stands for view datasets and especially detailed related download services.

The first metadata level is published through the MERSEA product catalogue. The second metadata level is published through the data access inventory. Both of them are free of access restriction.

MERSEA product catalogue

The product catalogue is composed by a set of product's general descriptions. The product’s descriptions are composed by data providers (coordinated at TACS and MFCS level). They contain general information on product, links to viewing services and download services (MERSEA services and specific services as well) and links to relevant documentation.

The product's descriptions are then transmitted to a catalogue administrator who is responsible for the standardization and validation of the product's descriptions.

Then the product's descriptions are stored in a homogeneous catalogue and disseminated on line. A search facility is available so that the users can set filter on the product's list.

The ISO19115 XML is the low-level standard for product's description transfer between data providers, information management system and final users.
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Figure10 : Product search engine

This standardized open interface for product's description is useful for interoperability at two levels. On one hand, the data providers who can re-use their product's description for the different catalogues they are connected to. On the other hand the full MERSEA product catalogue can be connected to alternate product catalogues.

A search engine, as a web application based on the RDBMS and keyword indexation, makes users able to request the catalogue according to criteria. The catalogue can be requested through on-line forms or programmatically through an interoperability layer (request URL, XML list of products, ISO19115 XML description).

A presentation engine is provided so that ISO19115 XML description can be displayed as HTML pages (thanks to XSL stylesheets). 

MERSEA data access inventory

The data access inventory front-end service is a simple federation of the THREDDS data access inventories provided by each TACs and MFCs.

Thanks to Hyperlinks pointing on the distributed THREDDS servers, the overall architecture of the MERSEA system of system is presented into a unique virtual THREDDS server.

Thanks to the convention agreed between MERSEA partners on the THREDDS usage, this overall XML interface can be homogeneously requested, by a presentation layer or a search engine.

The presentation layer has been developed as a HTML/JavaScript code which runs in the user’s web browser and requests through the web the distributed web servers the MERSEA TACS and MFCS provide. A user can literally browse all the datasets made available by the different data providers, through a single friendly graphical user interface (GUI). The user can browse the datasets, from organizations (TACS and MFCS, data providers), through products (as defined in the product catalogue) until view-datasets, which are user-oriented, prepared outputs of the products. The mains metadata's related to each dataset are available as well.

[image: image10.wmf]
Figure 11 : data access inventory, browsing interface

A search engine is built on this unique virtual THREDDS server as well. We will discuss it further in the download front-end service description (Cf 4.4.3).

On-line browsing (Viewing)

Introduction 

For the implementation of the viewing service an operational portal has been provided. This portal, which is called MIV (MERSEA Integrated Viewing), allows visualisation of the main products of the MERSEA system in an efficient (maps, cross sections, standardized colour map) and reliable (pre-processed pictures) way. This MIV portal is the official viewing service for the MERSEA Integrated System.

Nevertheless, based on the improving OGC web services, a demonstration viewing portal has been set up. This portal, which is called DQV (Dynamic Quick View), takes benefit from these new technologies (free zoom and pan, on-line redefinition of colour map). These features make the visualisation much more friendly and powerful but, as some of the main MERSEA products and some important ocean indicators (climatological anomalies, cross sections) are not available through this portal yet, it remains a demonstration tool.
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Figure12 : Example of a Arctic model surface current map generated from NERC-TOPAZ
 data server as it appears in the MIV  interface
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Figure13 : vertical section of temperature in North-East Atlantic

 Dynamic Quick View (DQV)

The MERSEA Dynamic Quick View (DQV) service is a prototype of a different kind of visualization system from the MIV.  Instead of displaying pre-defined plots, DQV allows the user to interactively explore datasets by presenting information on a draggable, zoomable map :
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Figure 14 : Dynamic Quick View  (DQV) web interface, surface temperature in Mediterreanean sea.

The DQV service allows the user to:

Visualize data on a map (i.e. an x-y plot)

Adjust the colour scale (or have it automatically scaled) to reveal features of interest.

Create animations of the selected map area

Discover the precise data value at a point (by clicking on the map)

Create a time series plot at a point 

Open visualizations of MERSEA data (maps and animations) in Google Earth 

The imagery for the DQV site is produced using a custom-built implementation of the OGC Web Map Service specification.  Minor additions to the WMS specification were needed to support the types of scientific data that MERSEA handles.  The WMS implementation is designed specifically for the fast generation of imagery from netCDF files.  Existing WMS implementations were found to be too slow to support an interactive visualization application.

In the current prototype, the DQV service reads data from the OPeNDAP data feeds that are provided by the MERSEA THREDDS servers.  Although this architecture was very easy to set up (because it builds on existing services and does not require the TACs and MFCs to run additional services) it has been found to be inefficient and unreliable.  A better approach would be for each TACS and MFCS to run its own Web Map Service (WMS), which reads data directly from the netCDF files.  The DQV website would then read imagery directly from the WMSs at each center.  The University of Reading is working with TPAC, Australia to integrate the WMS with the THREDDS software.  In future, therefore, TACs and MFCs will automatically install the WMS when they upgrade their THREDDS servers.  It is anticipated that the integration of THREDDS with the WMS will be complete in late 2008.

The DQV system, consisting of the front-end website and back-end server software, was built by the University of Reading in the context of the DEWS project (www.dews.org.uk).  It has been adapted for MERSEA as a demonstration prototype of a possible future operational system that provides interactive visualization of data in an INSPIRE-compliant way.

Monitoring (KPI)

I

As a reminder: the MERSEA mission is the deliver regular and systematic reference information (processed data, elaborated products) on the state of the oceans and regional seas:

At the resolution required by intermediate users & downstream service providers,

Of known quality and accuracy,

For the global and European regional seas, with downscaling capacity based on specific needs.

By KPI we intend in this chapter technical indicators that give information on the capacities of MERSEA integrated system to fulfil its mission. 

They are helpful to answer questions such as: 

Are the MERSEA components well suited for operational purposes? 

Are users satisfied with the system? 

Etc… 

Moreover, as a result of the analysis of KPIs, it will be possible to identify missing components or suggest modifications to the existing ones.

As a first stage, the MERSEA system has been routinely monitored thanks to KPI related to availability of servers and audiences of services.

Quality assessment (Metrics)

The validation in MERSEA supports the QUALITY function (Cf. 1.4.1). It aims to provide “error bars” or “quality numbers” of the different products and components issued from the MERSEA Integrated System and thus, to perform an overall assessment of the full integrated system.

The MERSEA scientific assessment is organized at the MFC level and then centralized to offer an overall synthesis. Thus, the validation has to be agreed and shared by all contributors, following mainly two aspects: 

"The philosophy": a set of basic principles to assess the quality of MERSEA products and systems through a collaborative partnership.

"The methodology": a set of tools for computing diagnostics, and a set of standards to refer to, for assessing the products quality. Both tools and standard have to be share-able, and usable among the different MERSEA members and systems. 

Both metrics and key performance indicators are described in more details in Dragoness WP4 report.

Actions for the future

Within the MyOcean project an ocean monitoring and forecasting capacity will be implemented with a full pan-European approach to offer a consistent view of the global ocean and the six main ocean regions in Europe (the Arctic area, the Baltic Sea, the Atlantic North- West-shelves, the Atlantic Irish-Biscay-Iberian area, the Mediterranean sea, the Black sea). This capacity will be developed through a new pan-European approach: this new service will be driven by a common portfolio of products & services, managed through committing Service Level Agreements (SLAs), and provided by a service desk that have been conceived with the aim of maximising the European added value and ease of access for the greatest benefit of users. This distributed capacity – gathering observation and model-based information throughout Europe – will offer to its users a simplified, coherent, one-stop-shop and easy access to a fully assessed information on the 3D ocean dynamics, thermohaline circulation, ice and ecosystems all over the globe.

Two main improvements of the MyOcean system regarding the MERSEA system will consist of improving the robustness and the "operationally" of the system by a real engagement of the actors via Service Level Agreements (SLAs). The second point will be the development of a service layer between the production units and the users that will include all activities related to the user management, user ordering of products or services. The service desk will implement the data policy. Depending on the user profile, the use of the products, some products will be accessible for ordering and some other not. The service desk will implement also all user-friendly tools for products visualisation and apprenticeship: the play and learn tools. 

This service desk will rely on the information system that will be an upgrade of the MERSEA Information system that we described in this document, to take to account the development made within Inspire, Humbolt, SeaDataNet and ECOOP and other international work within GEOSS.

The Present State of Chinese Ocean Monitoring and Forecasting

 Introduction

After the launch of marine satellite, the oceanic observation network is becoming more and more mature in China. Oceanic data from remote sensing and in situ measurements are now routinely accessible in China. This progress report mainly introduces the current policy and management of marine data in China. Based on different data resources, oceanic data is largely divided into five categories: Data from meteorological satellites, data from oceanic satellites, data from Argo buoys, data from in situ marine observations stations and data from research vessel observations. And oceanic data policy applied at present time and means of collecting, managing and distributing the data are summarized with respect to the five data types aforementioned. There are several main bodies of Chinese oceanographic institutions in charge of observing, transmitting, and managing marine data, including Chinese Academy of Science (CAS), State Oceanic Administration (SOA), China Meteorological Administration (CMA), universities under Ministry of Education (MOE), and military agencies like the Navy Marine Meteorological Center. There are many different branches spreading widely in China under different main agencies aforementioned benches of SOA are North China Sea Bench of the State Oceanic Administration, East China Sea Bench of the State Oceanic Administration and South China Sea Bench of the State Oceanic Administration; application centers are National Marine Environmental Forecast Center (NMEFC), National Marine Environmental Surveillance Center (NMESC), National Marine Data. For instance, South China Sea Institute of Oceanography (SCSIO) and Institute of Oceanography (IO) are two brunches of CAS. But, agencies under SOA are a little more complex than that of CAS. SOA is composed of institutes, benches of SOA and some application centers. Institutes of SOA are First Institute of Oceanography (FIO), Second Institute of Oceanography (SIA) and Third Institute of Oceanography (SIA); & Information Service (NMDIS) and National Satellite Ocean Application Service. Similiar to SOA, some application centers and coastal observing stations also contribute to the marine data observing and transimitting. Compared to data from agencies aforementioned, data from military agencies and universites are more specialized in defense and research purposes.

Data policy 
Due to security and copyright reasons, generally, meteorological data are divided into five secret levels in China: absolutely confidential, highly confidential, confidential, internal and public. And data with different secret level focus on different kind of data. Details about that are given out as following: 

Absolutely confidential: 
Particular meteorological data especially for important military activities;

Highly confidential:         
a. Particular meteorological data especially for activities     of Party and National leaders;

b. Observing data from special meteorological stations built for confidential tasks of country or military agencies; 

c. Special meteorological data for military tasks; 

d. Spatial air surveillance data for high-technology or special scientific experiment

Confidential: 
a. Important statistic meteorological data especially for confidential country or military tasks;

b. Abroad meteorological data obtained by non-exchange way

Internal: 
a. Surface and upper levels observing data from meteorological stations not included in broadcast; 

b. Data from special project and professional observing including radiance, agricultural meteorological data, etc; 

c. Observing data from meteorological stations located inside our country in unresolved border areas; 

d. Delayed data from satellite remote sensing and precipitation data from radar

Public: 
a. Surface, upper levels observing data and satellite data from meteorological stations included in broadcast; 

b. Weather data and grid data collected from abroad; 

c. Abroad meteorological data obtained by exchange way; 

d. Meteorological data published before revolution; 

e. Contour maps of basic meteorological factors
Besides the general policy aforementioned, there are different policies focusing on different data from various data resources. Here, we mainly introduce these rules corresponding to the two kinds of data, which are mere real time data and delayed data. Following are data policy in detail.

Data from meteorological satellites (FY-1 and FY-2)
Real-time data from FY-2) is public data. Users can submit directly from website meteorological satellites (FY-1 and http://satellite.cma.gov.cn after register freely. While, delayed marine data from meteorological satellites (FY-1 and FY-2) are internal data. Users who want to get those data should firstly get permission from data management departments.
To become a legit user of metrological data sharing, potential users are asked to register firstly. And there are main four kinds of user resource such like Public governments and administrations, Institutions of meteorological work, Non-profit scientific and educational institutions and Non-profit agencies contributing to meteorological data sharing service. To potential users, there are two ways to apply to be a legit user: one is to register directly online; and the other is to apply offline by mail or telephone. To the former way, potential user can firstly fill a user application form supplying a username on website of http://cdc.cma.gov.cn or http://wdcd-me.ac.cn. Then department of meteorological data management will assess the information supplied by the form. If the information is legit, department of meteorological data management will give a document of Agreement of Permit to Use Meteorological Data to potential user by email or mail. And potential user should signify the document and send back to department of meteorological data management through the way asked. Finally, department of meteorological data management will send password and one copy of Agreement of Permit to Use Meteorological Data to user by email or mail. Then, user can use the password and username to login in the meteorological data sharing website to get sharing service of metrological sharing data. To the later way, potential users can contact with the Department of Meteorological Data Management of National Meteorological Center through telephone firstly, and then complete the application procedure by mail or go directly to the Department of Meteorological Data Management to apply. 
To the registered legit users, the way to share public real-time data is sharing through grades. Grades are made by daily submitted data volume by Internet. There are mainly three grades of users as following: high class user (Grade B), middle class user (Grade C), common user (Grade D). To high glass user (Grade B), daily accessible data through net is 10GB/3GB. That means the user can totally order data at most 10GB one day and can order data of 3GB at most for every order form. Following the same rule, to middle class user (Grade C), daily accessible data through net is 5GB/1GB; to common user (Grade D), daily accessible data through net is 500 MB/200 MB.
Data from oceanic satellite data (HY-1)
Data from HY-1 are free sharing besides costs for making products. Main potential users are from following resources: 

a. Administrations, institutes and business centers affiliated with SOA; 

b. Governments, research and management departments, produce department, research institutes and universities; 

c. National military research, management, application departments;

d. Relative marine research agencies abroad.
And it is not hard to find that the related applicable fields of this kind of data are 

a. Managing, scientific, generative, public activities in domestic;
b. Marine research, educational activities in abroad;

c. International collaborative projects.
	
	Products
	Prices one 

(Yuan/1 orbit)
	Prices two

 (Yuan/1 orbit)

	COCTS
	COCTS delayed data（L1B）
	30
	60

	
	COCTS delayed data（L2A）
	30
	60

	
	COCTS real-time data （L1B）
	30
	60

	
	COCTS real-time data （L2A）
	30
	60

	
	COCTS data（L3A）
	30
	60

	
	COCTS data（L3B）
	30
	60

	CCD
	CCD data（L1B）
	30
	60

	
	CCD data（L2A）
	30
	60

	
	CCD real-time data（L2B）
	30
	60


Table 4 : Costs for making products of HY-1
Price one in the table is corresponding to data less than or equal to 100Mbytes. And price two is corresponding to data more than 100Mbytes.

Argo data
China is a part of global Argo program. Argo data is shared for free. In order to distribute Argo data effectively, the China Argo Data Center and China Real-time Data Center established websites (http://www. argo.gov.cn and http://www.argo.org.cn) both in Chinese and English language. The former provides access to the global Argo profiles data, meta data, trajectory data and deployment information from the Argo Continuously Managed Database. The users are able to access to the data conveniently on the website including netCDF raw data, near real-time data, meta data, trajectory data, delayed-mode data and download Argo data via FTP. China Real-time Data Center’s website shows the status of Chinese floats including TS profiles and trajectories. The global Argo data are available to users via FTP.
Field sharing data
Generally speaking, forecast data, statistical data and scientific maps of history such as sea surface temperature forecast in South China Sea, global grid sea surface temperature monthly anomaly, Sea surface pressure and anomaly of north hemisphere, typhoo maps in South China Sea, Investigation maps in Southern Sea, etc., in global or large areas are free sharing data. Original observation data from marine observation stations such as meteorological observation data, sea surface temperature, salinity, luminance of sea and tide data are limited sharing data.
Data from oceanic research vessels
In order to promote communication and cooperation in field of oceanic research and intercross among different scientific fields, and make data sharing effective, sharing voyage investigation has been implemented in different institutions. 
Main oceanic investigations are held by South China Sea Institute of Oceanography (SCSIO), CAS and Institute of Oceanography of CAS (IOCAS). SCSIO has a comprehensive ocean research vessel named SHIYAN-III. And this institution has been making use of it to do oceanic investigation since year of 2004. Similar to SCSIO, IOCAS has a comprehensive ocean research vessel too, which is called KEXUE-III. IOCAS has been doing oceanic investigation since year of 2006. And, investigation of this year is being prepared now.
There are two ways to share data from oceanic research vessels, which are sharing cruise and free data sharing. 
Sharing cruise
Sharing cruise means scientific workers can take part in oceanic investigation to become members of investigation teams for free. Then they can get interested data on cruise themselves. On vessel of SHIYAN-III, contents observed are mainly hydrology and current, marine biology and ecology and marine geology and sediment. And the investigation area of SHIYAN-III is always in Northern South China Sea along basic sections and on same stations. While on vessel of KEXUE-III, observed factors are marine hydrology meteorological observation, marine geological observation, marine biological and ecological investigation and marine chemical surveillance. And the investigation areas corresponding to KEXUE-III are always in Yellow Sea and Eastern China Sea. Generally, KEXUE-III travels from Qingdao city in northern areas, through Yellow Sea, Eastern China Sea and South China Sea to Sanya city. It is notable that same basic sections and stations of each cruise makes comprehensively long time series observing data available. And, Sharing voyage investigations conducted individually by SCSIO and IOCAS are connected spatially along China seas. So, it would be very useful for climatic studies about China seas. 
Free sharing data (data of sharing cruises)
To SCSIO, South China Sea Institute of Oceanography (SCSIO)， Chinese Academy of Sciences (CAS) sets up special data management team to manage observing data and samples from navigation sharing. The special data management team is in charge of data collection   and makes information and data sharing through network or database, and also publicizes them at regular time. And according to different scientific fields, each research team should submit data in one to two years to SCSIO to share information and data. 
To IOCAS, According to different scientific fields, each team should submit observing data of navigation sharing to Department of Research and Technology of IOCAS to share information and data.
Besides free sharing data mentioned above, there are also some historical investigation data are limited sharing data. For example, Co-investigation by United States and China about air-sea interaction in tropical western Pacific of Temperature and salinity, ocean current, meteorological, sounding, biochemical data from May, 1984 to July, 1990; Nation experimental investigation of air-sea interaction of Temperature and salinity, meteorological, nutrient, upper lever detection, eye detection wave data from November, 1992 to March, 1993; Investigation of subtropical current of Japan and China of Temperature and salinity, meteorological, dissolved oxygen analysis, ocean current, eye detection wave data from October, 1995 to December, 1997; and National islands and coasts comprehensive investigation of hydrological, ocean current, chemical, environmental, meteorological data from October ,1987 to June, 1992. 
Data management
meteorological remote sensing data
In order to manage data from meteorological satellites effectively, the ground system of the satellite, which is being designed, constructed and operated by the China Meteorological Administration, is in charge of management of data from meteorological satellites.
The ground segment of FY-1 satellite comprises three ground stations, which are located at Beijing, Guangzhou, and Urumqi, and a Data Processing Center (DPC) at Beijing. The data received at the three ground stations are transmitted to the DPC via ground communication network in real time. After data processing in DPC, the generated products are distributed to users via the \9210" System and ground network. 
The ground segment of FY-2 consists of Command and Data Acquisition Station (CDAS), Satellite Operational Control Center (SOCC), Data Processing Center (DPC), Computer Network and Archiving System (CNAS), Application and Service Center (ASC), and Utilization Stations (USS). The CDAS is the main station of the system for operational data receiving and operational telemetry, and it is the interface between satellite and ground system. The SOCC is the command and control center of the satellite and ground systems, and it is responsible for the management and scheduling of the systems. The DPC is in charge of data processing and products generation. The CNAS consists of computer, network, storage unit, and software, and it is the supporting platform for the operation of SOCC, DPC, and ASC. The ASC generates the man-machine interactive product, and it integrates various satellite data and quantitative products to make demonstration of FY-2 data application. The USS is to be installed at the weather stations in China. Just with this device, users are able to receive and utilize the data and products from FY-2 satellite.

oceanic remote sensing data
To manage the ocean remote sensing data from HY-1, oceanic satellite ground application system has been built in China, for example, The Marine Satellite Data Application System（MSDAS）in SIO, PRC, which is composed of a satellite receiving ground station and a data processing and distribution system. This system is able to accomplish real-time receiving and automatically synchronous processing of multi-satellite data stably, such as EOS/MODIS, NOAA/AVHRR, FY-1/MVISR, and HY-1/COCTS, and then generates L0, L1, L2, L3 and syncretic L4 remote sensing products which include sixteen kinds of marine environmental mapping that have been achieved since 1989 such as sea surface temperature, chlorophyll, suspended sediment, yellow material, diffusing attenuation coefficient of 490 nm, secchi disk depth, vegetation index and optical thickness and so on to provide a database for environmental parameters and information of oceanic optic field, hydrology and meteorology. 
Profited from succeed in developing of run-time controlling sub-system, this system has achieved operational synchronous processing of real-time multi-satellite data. The innovation lies on auto-processing of multi-satellite and multi-level data in ONE system, which exerts power of whole system well and improves the efficiency of remote sensing data processing significantly.
And now a distribution platform named WebGIS sub-system has been developed for querying and browsing of oceanic remote sensing data. This sub-system is based on large database system: Oracle. We took relation database as the core to store spatial data with related attribution data. To realize automatically warehousing of remote sensing data and management of the system, the C/S structure is applied. And B/S structure is used to release and share ocean information. Simply using standard browsers (such as IE6.0), users can visit the public service provided by the system including quasi-real-time oceanic remote sensing data of different dimensional and temporal characteristic.
Here, the data processing system is given as following：
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Fig 15 : HY-1A satellite ground applicaiton system

Particularly, the distribution processing of HY-1 data is given out as following: firstly, users submit data order to business department of National Satellite Marine Application Center. Then, the business department distributes tasks to departments in charge of kinds of business in National Satellite Marine Application Center. After tasks are finished, these departments will transfer results back to the business department. And then, data will be sent back to users. The processing system is given out in the following chart: 

[image: image14] 
Fig 16 : Data distribution process
And, we can see data distribution status through the following charts: 

	Distribution ratio map of data from HY-1A
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57%: scientific universities and institutions
22%: universities and colleges
15%: administration agencies
5%: military agencies
3%: space agencies
	Histogram of data distribution from HY-A

[image: image16.png]





Fig 17 : Distribution of oceanic satellite data

Argo data
In order to extend the influence of China Argo Project, to link up the International Argo Project Organization and Countries, and to promote the Argo data for public share, on April 5, 2002, China Argo Real-Time Data Center Website was set up in Hangzhou, China. It is running under support from the Basic Research Department of MOST, the Science Technology Department of SOA, the Foreign Affairs Cooperation Department of SOA, the Second Institute of Oceanography (SOA), and the Key Laboratory of Ocean Dynamic Processes and Satellite Oceanography (SOA). In pace with the China Argo Project steady developing and the China Argo Data Center being founded, China Argo Data Real-Time Center has conducted the tasks of Argo floats deploying, real-time data receiving and processing, data quality control methods/ways research and developing, and fast delivering the data to Argo-related institutions/users and agencies. It is no doubt that China Argo Real-Time Data Center is the main part of China Argo Center. In order to manage Argo data well, China Argo Data Center (CADC) has been set up in Nov, 2002. CADC is hosted and operated by the NMDIS (National Marine Data & Information Service).
In order to expand the use of Argo data, China Argo Data Center also provide many products of Argo data, such as waterfall maps, Argo trajectory maps, global surface current and mid depth current maps which are derived from Argo trajectory data. China Argo Data Center has provided six versions data DVD to more than 400 users or institutes which promote the usage of Argo data.
Up to now, the following work in CADC has been accomplished:
1) Integrated operational workflow;
2) Global Argo real-time data processing system;
3) Metadata database, deployment database and profile database, etc;
4) Automatic generation of the specific datasets in accordance with the requirements of users;
5) On- line data service;
6) On-line Argo data products: floats' trajectories maps, waterfall maps, T-S diagrams maps, and temperature and salinity horizontal distribution maps;
7) Calibrated Chinese Argo floats salinity data.
Data from field and vessels observation
Data observation network
In order to get marine data of long series, many marine observation stations have been built along China Sea. The following charts show the data observation frame and marine environmental surveillance map. There are three regional centers, eleven central hydrological stations, forty five local hydrological stations and one National Center fro Marine Environment Monitoring under SOA; and there are eleven provincial centers and fifty five coastal stations under local surveillance agencies. The all together compose the network of marine observation stations.
	Data observation frame 
	Marine environmental surveillance map
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Fig 18: Data marine station observation network
Data agencies
Due to large numbers of marine stations spreading along China Sea and huge information can be gained every day, many data agencies need to be built in charge of data transmission and distribution. At present, main agencies in China dealing with these things are National marine and environmental forecast center, National Marine Information Center, National Marine & Environmental Surveillance Center, Regional Marine Information Center, National Marine Environmental Forecast Center and National Marine Data & Information Service. Among all of these agencies, National Marine Data & Information Service, which is aiming at managing data from field and vessels observation, is the final storage of data and also is more important than others. 
The National Marine Data and Information Service (NMDIS) is a national facility under the State Oceanic Administration (SOA). As a National Oceanographic Data Center, NMDIS maintains and develops the national marine database, which is a collection of marine data sets originating mainly from China marine observation establishments. It can provide marine data and information services. And it can provide technical support for national marine economic development, sea area management, marine environmental protection, and marine research community. Besides, as a national coordinator, NMDIS hosts the World Data Center for Oceanography (Tianjin, China), China Argo Data Center, China Delayed Mode Database for NEAR-GOOS. 
In 2007, many new databases and products have been added in NMDIS. New databases include six marine islands databases, of which data volume can reach 560000 pieces of information that include climate, hydrology, chemic, biology, environment quality and soil, etc. Users can share these data by being authored on line and get special data offline. And, new products including routine statistical products, marine stations statistical products, sea surface meteorological products and grid depth products can be shared online directly. Besides, many new types of data have also been added in 2007. Following are mainly examples: 
1 From 31 Japanese sea-stations and Korea sea-stations (2004-2005)
2 Data from Nanseng station: 60000(per station)
3 On line data from Nanseng station: more than 500000(per station)
4 Sea surface meteorological dataset: 7250000(per station)
5 Sea surface current: 550000(per station)
6 GTSPP: 250000(per station)
7 Meteorology, wave, temperature and salinity (20M, 1981 -2001)
8 Chemical data of sea water: 50000(per station)
9 Modis satellite data: 200GB
10 World ocean fishery dataset: 1000000(per station)
11 Data of gravity dataset and magnetic force dataset, western Pacific, 1GB
12 Marine biology dataset: 50000(per station)
Data transmission
There are two transmission ways for data from field and vessels observation to finally reach NMDIS. One method for transmission is in form of code. And the other is in form of file. There are there different formats of code to transmit data, which are marine surveillance report code format, voluntary report code format and buoy report code format. To file transmission, the formats are T01l, T012, T021, T022, T031, T032, T041, T051, T052, T053, WR (polluted surveillance) and CB (surveillance of voluntary ship). 
Report code data in observation stations can be transmitted to Regional Forecast Center and Center Sea-Station simultaneously. Besides, report code data in observation stations can be transmitted to Inmarsat-C receiver station firstly like the report code data from voluntary vessels, and then both of them can be transmitted to Regional Forecast Center and Center Sea-Stations through Inmarsat-C in local network. Then, data in Regional Forecast Center and Center Sea-Stations can be transmitted to National Marine and Environmental Forecast Center. 
Report file data in observation stations can be transmitted to corresponding center stations firstly, and then to corresponding regional marine information center, and finally reach the National Marine Data & Information Service (NMDIS). While file data of pollution surveillance in Sea-Stations are firstly transmitted to center stations and regional marine surveillance centers, and then to regional marine forecast center. Here, together with report file data from voluntary vessels that have been firstly transmitted to vessel observation management stations, file data of pollution surveillance in Sea-Stations can be transmitted to National marine and environmental forecast center, National Marine Information Center, National Marine & Environmental Surveillance Center, and Regional Marine Information Center. Finally, all data can be transmitted to National Marine Data & Information Service (NMDIS).
The following charts are the data transmission procedures in different ways:
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Fig 19 : Code data transmission process
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Fig 20 : File data transmission process
Data distribution
There are many ways to distribute data. Generally, they are can be divide into two ways, which are offline sharing and online sharing. Offline sharing means sharing data through DVD and tapes and so on. Online sharing is constructing sharing platforms online to share data. So far, there are four platforms in China, which are Marine Information & Data Sharing Center, marine data sharing platform in northern sea, marine data sharing platform in Qingdao and marine data sharing platform in southern sea.
Up to now, thirteen marine scientific database system and metadata system have been built in Marine Information & Data Sharing Center. Marine Information & Data Sharing Center is operational now. So operation service can be supplied now. Users can visit website of http://mds.coi.gov.cn to have detail information. And up to December, 2007, accumulated visit count reached 62323. Most users are from SOA, Chinese Academy of Sciences, China Meteorological Administration, Ministry of Land Resources, Ministry of Agriculture, Universities and public. Registered users are 352 and with real-name users of 238. Data more than 24GB has been downloaded. 
Marine data sharing platform in northern sea is being gradually operation now. Users can visit website of http://222.173.119.130/Index.aspx for detail information. And new data from marine environmental surveillance stations of Dongfang, Shidao and Xiaomaidao stations have been added in to marine data sharing platform in northern sea. Sharing status at present is showed following table: 
	Data type
	Browse
	Inquiry 
	Application 

	Products from marine observation stations
	250
	258
	3

	Marine environmental forecast in Olympic sea areas
	22
	273
	1

	Forecast data in northern sea
	38
	287
	3

	Products from buoys and floats
	258
	288
	1

	Surveillance data from floats A, B, C
	18
	300
	1

	Investigation data of western central Pacific
	201
	312
	2

	Data from research vessels observation 
	233
	331
	2

	Data from Kuroshio investigation
	264
	334
	1

	Data from sections investigation
	295
	342
	2

	Data from national comprehensive investigation
	261
	357
	3

	Data from voluntary vessels observation     
	314
	380
	1

	Data from marine observation stations
	450
	396
	3


Table 6 : Marine data sharing platform in northern sea
Marine data sharing platform in Qingdao is just completed. Users can visit website of http://www.mdc.org.cn/oceanplan for further information. Main types of data are as following: 
1. Marine scientific basic information database;
2. International marine information database;
3. Special databases (including Jiaozhou bay, Yellow Sea and Bohai Sea, biological resource, engineering geology, environment assessment, marine drug resource and gene, and long time series database );
4. Historical databases.
Besides, marine data sharing platform in southern sea can be visited online too through website of http://www.scssinfo.com/share/ .
And offline sharing service has been made by 741 batches with data of 1920GB, gradually increased year to year. The sharing status and distribution ratio map are showed in following chart:
	Offline data sharing status
	Distribution ratio map of data
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Fig 21 : Offline sharing status
And main service contents are statistical analysis products and maps, original data, and variables of temperature, salinity, sea surface meteorological factors, stations observing factors, current, environmental quality surveillance and geological physical geography, etc. These information and data have shared by universities and institutions for more than 50 times with hundreds of DVDs to more than forty users. Besides, these sharing Marine information and product service have used for many national important marine scientific research projects. Following are some examples:
1 Data used in 818-01-04 topic of National ‘863’ Project: marine vessels observation data, temperature and salinity data, ocean current data and marine observing factors data.
2 Data used in Marine ‘973’ Project of China Offshore Ocean Currents Project: original data,  temperature and salinity, sea surface meteorological data and ocean current data.
3 Data used in ‘973’ Bohai Sea Investigation in Institute of Geographic Sciences and Natural   Resources Research, CAS: CTD data.
4 Data used in ‘863’ Project in Ocean University of China: sea ice and transparency data in   Bohai Sea, Yellow sea and East China Sea.
An example of data integration system: Spectral Database for Typical Objects (include Water) of China
This system is jointly developed by the Research Center for Remote Sensing and GIS, Beijing Normal University (BNU), Institute of Remote Sensing Applications, CAS, National Engineering Research Centre for Information Technology in Agriculture, Shanghai Institute of Technical Physics, CAS, etc, and sponsored by national ‘863’ project.
The database includes the following data and models:
More than 30,000 in-situ spectra data for ground objects (crop, mineral, and water etc.), most of the data are newly collected under the same measurement protocol, and all data in the database have passed the automatic and manual quality check. The database includes not only spectra data, but also many meta data items, there are about 130 meta data items. The database also includes basic geography data (or Culture data) provided by National Geomatics Center of China. To validate the data and provide application demonstration of the data, this system includes public domain models for either online or offline running.
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Fig 22: Website of Spectral Database for Typical Objects (include Water) of China: http://spl.bnu.edu.cn/shou-001D.html
Techniques used to build the system
World Wide Web technology, special ASP with COM.
Data format
Stored in ORACLE database, user defined format.
Data policy
Open to all registered users except the basic geography data
Some advices to data management
Data and product access

Development of derived data products, improvement of metadata documentation standards, enhanced, intuitive, distributed data archives, and availability of spatially and temporally contiguous data have led to the development of a sophisticated user community that now actively contributes to observation innovation. Strategic investments in improving access to observation data are likely to enhance data utility, to foster user-producer collaboration and cultivate further innovation.  

Data & information delivery systems

Systems should include the ability to provide access to a wide range of disparate data types, including earth observation data, other geospatial maps and statistics, and in-situ data. It will also be necessary to provide the functionality needed for assessing and accessing data integrity.  It is also necessary to provide some level of functionality for distributed data analysis and integrity. Finally, long-term data archiving centers and data management protocols must be established that ensure that the data and information products can be used, reused, and stored.
Functionality for Assessing and Documenting Data Integrity

There are considerable differences in the emphasis various data providers place on validation and calibration. Generally, the remote sensing products producers have made much progress in including some type of accuracy assessment in mapping projects. For the products of the system to be influential, it is important that accuracy assessments based on community standards be part of all data collection efforts.

Distributed Archiving and Management Systems

The archive will most likely remain distributed with little centralization. Each partner will ensure long-term archiving and management of most of the data and information. A minimum set of standards that ensures permanence and long-term access to the archives of data must be established.
Assessing the Chinese level of integration from European achievements

Using European experience

This MERSEA experience has allowed us to identify the difficulties in setting up a European System of Systems for Operational Oceanography, the strengths/weaknesses/limitations of the MERSEA architecture. These were taken into account within the MyOcean project, which is a new step towards the GMES Marine Core Services (MCS). 

The difficulties encountered within MERSEA where at different levels: 

Organizational

Definition of the scope and responsibilities of each production units (Observations, models) and the contributors to these units.  This was due to the fact that we built MERSEA upon the developments started years ago by the different member states with low coordination.

Definition of a common set of products available for Global and European regions. Definition and implementation for a common data policy compatible with of the contributors ones (free and restricted access policy)

Definition of the frontiers between the Global, Regional and Coastal services: the first two being part of MCS and the third being part of EU member states responsibility.

Technical

Definition of the appropriate frontier between centralized and decentralized architecture to reach the robustness and performance constrains linked to GMES Marine Core services. We would have liked to be more decentralized by region but this was impossible to achieve in the time-length of the MERSEA project as long as the organizational aspects were not clarified.

Find the standards on which to build the system in particular in term of metadata (ISO), data exchange, visualization tools In fact MERSEA has contributed in improving some standards in particular in term of catalogues and metadata by applying them to the real ocean cases. 

Manage coherent technical services across all the TACs and MFCs as the different centers had taken different technical approaches in the past.

Keep coherency/consistency with the international developments around OGC, ISO, Inspire, Google Earth/Maps. Standards are improving but are not complete, the technology make them possible to use but not all the time, … One strength of MERSEA has been to keep on participating in the working groups around these standards to provide them with our experience while integrating the upgrade whenever possible 

The main achievements of the MERSEA project as been to build the foundation of the pan-European capacity that will be improved within the ECOOP and the next steps of the GMES MCS developments. 

Evaluating Chinese capacity with respect to European outcomes

Starting from the components set up for Europe and the difficulties encountered during that process, some guidelines can be inferred from that to inter-compare with the Chinese capacity for Operational Oceanography. This guidelines will be used in the next time frame of Dragoness project.

Level of integration, distribution of the roles of each partner in China

Are Chinese components for ocean observation and forecast organized as one single system or is there any plan for that?

Is there a clear distribution of tasks and responsibilities ? If not, what is the level of sharing? Are there a lot of redundancies or do the different components complement each other?

What are the common facilities on which modelling centres or downstream services rely on?

Are there well identified data production units (providing and assembling observation)? 

Are there any central assembly centres collecting and aggregating data from distributed local/regional centres in order to provide a single and homogeneous access point? How is defined their scope (by type of observation, of measured parameter, etc…)? Can any modelling centre access to these assembly centres?

Are the categories of users and the related data policies, priorities for access to services, etc… clearly and unambiguously identified?

Standards to support integration and interoperability

Is there a sufficient level of standardization for data to be exchanged and used easily between centres (in terms of format and exchange protocol)? Could a end-user application access to multiple sources of data (observation or model forecast) in real-time and seamlessly? 

Is there any shared format for Chinese ocean products (such as NetCDF) ?

Is there any requirements for data documentation through metadata (eg : when providing data from a cruise) ? 

Is there any shared marine metadata standard? Is there a national policy for metadata (recommendation of a specific common standard)?

Is there a common data transfer protocol for all data providers (such as OpenDAP or ftp) ? are these protocols used and in which centres?

Services and user access

Is there any central information service providing a unique and shared catalogue of products, links to the data or service providers? If not what are the equivalent services? What is the level of overlap?

Are there any data central extraction and visualization service able to provide access to most the data produced ?

Are there tools or products to inter-compare the products? To provide quality information to users?

Is there any independent assessment of the sub-system performances (checking availability of the data supposed to be produced, timeliness, etc…)?

How is the overall system monitored? Is there some indicator to measure and monitor the quality of service?

Integration in international global ocean observation system

Is China integrated in projects such as ARGO (in situ floats data) or GHRSST (satellite sea surface temperature)? Do they provide data to these projects? Are their data archived into the global archiving centres?

Do data providers comply to any international standards for data format (eg GHRSST NetCDF format for sea surface temperature) and metadata (ISO19115, FGCD,…)

Is there any involvement of Chinese partners into international working groups on data exchange and metadata (OGC, ISO, etc…)? How do they interact with the Chinese data providers?
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�	 Works are currently carried out in the Mapserver, Geoserver and THREDDS communities in order to provide WMS access to NetCDF 4D datasets.
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